
Image Segmentation

Learning Goal

Massaging mixed-signed objectives

Recognizing disguised min cut problems

Constructing �ow networks with desired cut capacities
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Image Segmentation

Motivating Problem

An image is represented as matrix of pixels. We'd like to segment it

into foreground and background.

Each pixel i has a likelihood ai for being in the foreground and a

likelihood bi for being in the background.

Each pair of adjacent pixels (i , j) has a separation penalty pij for being
separated.

Task: partition the pixels into foreground and background, to

maximize the sum of likelihood scores and minimize the penalty for

separating neighbors
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Image Segmentation

Problem formulation

Input: undirected graph G = (V ,E ), with the nodes V representing

the pixels, and an edge {i , j} exists if pixels i and j are adjacent.

Output: A partition of V into two subsets A and B , to maximize∑
i∈A

ai +
∑
j∈B

bj −
∑

(i ,j)∈E ,|A∩{i ,j}|=1

pij .
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Image Segmentation

Step 1: Massage the objective

Objectives with mixed signs are usually di�cult to optimize.

max
∑
i∈A

ai +
∑
j∈B

bj −
∑

(i ,j)∈E ,|A∩{i ,j}|=1

pij .

Idea: Flip positive terms to negative ones, or the other way round.

Common method: Add or subtract a big constant.

min−
∑
i∈A

ai −
∑
j∈B

bj +
∑

(i ,j)∈E ,|A∩{i ,j}|=1

pij .

Add
∑

i∈V (ai + bi ), which is a constant!

min
∑
i∈A

bi +
∑
j∈B

aj +
∑

(i ,j)∈E ,|A∩{i ,j}|=1

pij .
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Image Segmentation

Step 2: Reduce to a min cut problem

Objective: min
∑

i∈A bi +
∑

j∈B aj +
∑

(i ,j)∈E ,|A∩{i ,j}|=1
pij .

Goal: Construct a �ow network G ′ so that the capacity of any s-t cut

(A′,B ′) in G ′ corresponds to a partition of V , and the capacity of

(A′,B ′) is equal to that partition's objective function.

Construct �ow network G ′, with node set V ∪ {s, t}.
Add an edge from s to each node i ∈ V with capacity ai , an edge to t
from each node i with capacity bi .

For each edge {i , j} in G , add edges (i , j) and (j , i) in G ′, with
capacity pij .
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Image Segmentation

Example �ow network

s

t
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Image Segmentation

Proof of Reduction

Claim

For any s-t cut (A′,B ′) in G ′,
c(A′,B ′) =

∑
i∈A′\{s} bi +

∑
j∈B\{t} aj +

∑
{i ,j}∈E :|A′∩{i ,j}|=1

pij .

s

v

u w

x

t
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