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- No deterministic function $h$ can work for all inputs.
- A completely random mapping has collision rate $\frac{1}{n}$, but memorizing the mapping is exactly the problem we started with!
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## Lemma

Let $\mathcal{H}$ be a universal class of hash functions mapping a universe $U$ to $\{0,1, \ldots, n-1\}$, let $S \subseteq U$ be of size at most $n$, and let $u$ be any element in $U$. Define $X$ to be a random variable equal to the numbe rof elements $s \in S$ for which $h(s)=h(u)$, for a random choice of $h \in \mathcal{H}$. Then $\mathbf{E}[X] \leq 1$.
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## Theorem
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## Lemma

For any prime $p$ and any integer $z \neq 0 \bmod p$, and any two integers $\alpha, \beta$, if $\alpha z=\beta z \bmod p$, then $\alpha=\beta \bmod p$.
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- Another application: web browser cache for email contact list
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For $z \in\{0,1, \ldots, m\}$, the probability that none of the words in $S$ are mapped to $z$ by any of the $k$ hash functions is

$$
\left(1-\frac{1}{m}\right)^{k n}
$$
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This is the probability of a false positive, and we would like to minimize this. Taking the derivative of the logarithm of this quantity, we get $k=\ln 2 \cdot \frac{m}{n}$; when using this value of $k$, the false positive rate is

$$
\left(\frac{1}{2}\right)^{k}=(0.6185)^{\frac{m}{n}}
$$

