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- With $w$ growing linearly with $k$, this can be made to happen with small probability.
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Recall the proof we gave for the performance of SkipList. We had a similar use of union bound.
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We can do faster by maintaining a record as the input comes!

