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- The covering radius of $C$ is $\max _{s \in S} d(s, C)$.
- We are asked to choose a set of $k$ centers to minimize its covering radius.
- The problem is NP-hard. (Reduction?)
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- Note that the algorithm isn't fully "greedy": in each step $s$ is chosen arbitrarily.
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## Proof.

Let $C^{*}$ be any subset of $S$ with covering radius $<\frac{r}{2}$, we show $\left|C^{*}\right|>k$. Recall our algorithm terminated with a set of centers $C,|C|=k$, without covering all sites within distance $r$.
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Now since $\cup_{o \in C^{*}} B\left(o, \frac{r}{2}\right)=S$ by assumption, $\left|C^{*}\right|>|C|=k$.
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## Claim

This new algorithm gives a 2-approximation to the minimum covering radius.

Reason: Let the optimal covering radius be $r^{*}$, then the covering radius of $C$ can't be more than $2 r^{*}$.
Otherwise the algorithm is an implementation of the previous algorithm with a radius $r>2 r^{*}$, and yet does not cover all sites within distance $r$, contradicting the theorem.
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## Discussion

Can we find an algorithm with better approximation ratio? Answer: It's NP-hard to get $2-\epsilon$-approximation for any $\epsilon>0$. (Think about the reduction from dominating set.)

